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Welcome to Volume 4, Number 7 of  the FabTime Cycle Time Management Newsletter.
Subscriber discussion topics for this month include a response to last month’s main article
about operators and cycle time, several responses to last month’s question about how
companies calculate On Time Delivery percentage, a new question about the productivity
of  engineering staff, and a new question about wet bench capacity. We very much appreci-
ate the people who have taken the time to write in with their questions, and particularly
those who have taken time to respond to other people’s questions. You are helping to
make this newsletter an increasingly valuable community resource.

This month’s main article is about identifying real-time cycle time problems in a wafer fab.
We wrote this article in response to an informal cycle time problems survey that we have
been conducting. The fourth-most common response to date has been real-time identifica-
tion of  cycle time problems (e.g. problem tools or operations). This is a nuts-and-bolts
kind of  topic that we’ve addressed only indirectly in this newsletter so far. In this issue,
we propose metrics and methods for identifying cycle time problems in the fab on a short-
term basis, so that they can be addressed and improved. Metrics discussed include opera-
tion-level cycle time, summed operation cycle time, inventory age, arrival coefficient of
variation, and availability variability.

Thanks for reading!—Jennifer
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Community News/Announcements
Past Newsletter Issue Sets Now Avail-
able from Amazon
Earlier this year, we made individual past
issues of the FabTime cycle time manage-
ment newsletter available from our zShop
at Amazon.com (www.amazon.com/
shops/fabtime). All 35 issues published to
date are available for purchase for $9.95/
issue. We have recently added discounted
multiple issue sets, making it both more
convenient and less expensive for people
who wish to obtain multiple past issues.
You can purchase all of  the issues from
Volume 1, Volume 2, or Volume 3, or you
can purchase the complete set of issues
published to date. We accept Amazon
payments, which means that you can pay
Amazon by credit card, and Amazon pays
us.

ASMC Proceedings Availability
We noticed while searching for something
on Amazon recently that you can now
purchase past proceedings of the Ad-
vanced Semiconductor Manufacturing
Conference from Amazon. Most of them
are available only by special order, but the
2000 and 2002 issues are available by
regular purchase, for less than $200. We
think that this is good news, because it
makes past conference papers easier to
come by.

FabTime welcomes the opportunity to
publish community news and announce-
ments. Simply send them to Jennifer.-
Robinson@FabTime.com.
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Response to Last Month’s In-Depth
Guide to Operators and Cycle Time
Jimmy Giles (STMicroelectronics) wrote:
“Regarding the 'Wafer Moves Per Operator'
discussed in this month’s newsletter, we
measure productivity through an index
called Direct People Productivity (DPP)
which is calculated by determining the
Number Of  Good Wafers Processed
[divided by] the Attended Paid Hours.
From there we take it one step further, and
measure Weighted Direct People Produc-
tivity (WDPP), which takes the use of
overtime into account. Each module is
given a WDPP target and the module
headcount is established using the WDPP

target and the planned capacity utilization.

One aspect that doesn’t seem to be taken
into account when discussing Direct Labor
Staffing is that staffing models should be
contingent on the critical site goals at that
time. The site goals should dictate your
staffing calculation. For example: if  cost
reduction is the priority, obviously high
Moves Per Operator (WDPP) goals would
need to be established and staffing would
be stretched thin; however, if capacity
maximization is the critical goal, staffing
should be established to accommodate
optimization of the bottlenecks and the
overall production line.”

Subscriber Discussion Forum
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Responses to Last Month’s Question
about Calculating OTD and Number of
Moves
Issue 4.07 - A. An anonymous sub-
scriber wrote:
“Regarding the question on On Time
Delivery, allow me to share some methods
of  calculation currently in use. Two indices
are used to measure OTD. The first index
calculates the cumulative wafers shipped
by the last day of the sales order against
the total wafer qty of the particular sales
order. The second index goes more in-
depth and calculates the timeliness of the
deliveries with respect to intermediate
delivery dates (and not just the last day of
sales order). The following example is
given:

Sales order quantity = 1000 pcs
Committed delivery dates = 20 June

(first 300), 25 June (next 300), 30 June
(remaining 400)

Actual delivery dates (cumulative) =
250 (by 20 June), 525 (by 25 June), 1000
(by 30 June)

OTD1 = Wafers shipped by last day of
sales order / Sales order quantity
= 1000 / 1000 = 100%

OTD2 = Weighted average of  OTD on
20, 25 and 30 June.

OTD(by 20 June) = 250/300 = 83.33%
OTD(by 25 June) = 525/600 = 87.5%
OTD(by 30 June) = 1000/1000 = 100%

=> OTD2 = 300/1000 x 83.33% + 300/
1000 x 87.5% + 400/1000 x 100% =
91.25% To calculate the month’s OTD
performance, a weighted average (depend-
ing on size of order) of the OTDs for all
sales orders to be delivered in that month
is evaluated.

I realize that this may not be industry
standard. Are there any other references?

Any comments on this method of calcula-
tion? Thanks.”

FabTime Response: This method looks
reasonable to us. Obviously customers care
about intermediate delivery dates, not just
final delivery dates, so we can see the need
for a metric like OTD2 in addition to the
simpler OTD1. Perhaps some other sub-
scribers will care to comment / compare
their own methods with this one.

Issue 4.07 - B. Matthew Nadeau (NEC
Electronics) wrote:
“Here at NEC, we have utilized individual
step completion as the definition of a
wafer move in our facility. This method
provides the most meaningful information
regarding queue time, inventory trends, run
time vs. inventory relationships, etc. The
downside to this method is that it can give
misleading data regarding the quality of
wafer moves: a move through a stepper
would be equivalent to a move through a
transportation step. We have found that
the benefits of this level of granularity
have out-weighed the downsides.

For OTD, we measure the achievement of
our commitment date to our customer. Our
planning department will take an order
from our customer and utilize standard
lead times to determine the due date (or
else the customer will dictate a due date).
Our OTD measurement is simply the
percentage of the orders that achieved the
agreed upon due date (we measure by PO
quantity and also by order quantity, so we
look at two different OTD measurements).
The key to having a meaningful OTD
measurement lies within the lead time that
is used. We could obviously pad the lead
times and always achieve 100% OTD, but
we would quickly lose a lot of  business.
Our lead times are standardized through-
out NEC (6 - 8 fabs depending on the
product) and where we have a competitive
advantage (i.e. North American customer
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or better cycle times) we will quote a faster
lead time. Typically, our OTD perfor-
mance is between 90 - 98%.”

Issue 4.07 - C. Cameron Creech
(Bookham Technology) wrote:
“It is unusual to find one performance
indicator that satisfies all business needs.
Guiding principles of a meaningful deliv-
ery performance measure should include; a
customer/shareholder perspective of
performance, positive contribution to
continuous improvement behavior, and an
accurate reflection of your business perfor-
mance. Experienced in both the semicon-
ductor & computer industries, I have a
number of different techniques that vary
due to your business model. Here are a
few:

Semiconductor - Build To Stock
Part Index:
(Count of product families whose actual
wafer/chip deliveries >= Demand) /
(count of product families whose demand
> 0). Demand = Monthly Forecast +
approved in-month increases. Deliveries =
OTD Shipments.

Example:
Product Deliveries Demand Hit/Miss
Lasers  127 125 Hit
Detectors    40   50 Miss
Modulators   33   25 Hit
Transmitters 40   40 Hit
Misc.    10    0 N/A

Performance = 75% (3 hits / 4 products
with demand).

Volume Index:
(Count of wafer/chip deliveries whose
demand > 0, not exceeding demand qty) /
demand in wafers.

Example:
Product Deliv Counted Deliv Demand
Lasers 127 125 125

Detectors   40   40  50
Modulators 33 25 25
Transmitter 40 40 40
Misc. 10  0  0
Subtotal: 230 240

Performance = 95.8% (230 Counted
Deliveries / 240 wafers with demand)

Unconstrained Volume Index:
Count of wafer deliveries / demand in
wafers.

Example:
Product Deliveries Demand
Lasers 127 125
Detectors   40   50
Modulators  33   25
Transmitter  40   40
Misc.   10    0
Subtotal: 250 240

Performance = 104% (250 deliveries /
240 wafers with demand)

Computer Industry - Build to Order
Shipment to Schedule (Orders):
(Count of “On-time Orders” delivered
within a period ) / (count of orders deliv-
ered during that period). “On-time Orders”
= delivered “prior to” or “on” Scheduled
Date. The Scheduled Date could equal;
Customer Request Date, Factory Sched-
uled Date, Lead-time calculated date,
Factory Commit Date.

Example:
Product On-Time Ord Deliv Orders Deliv
Lasers 127 127
Detectors   40  50
Modulators   33  33
Transmitters   40  40
Misc.   10  10
Subtotal: 250 260

Performance = 96% (250 orders on-time
/ 260 orders delivered).
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This metric would need to be supple-
mented with an “Aged Past-due Backlog
report” as it would not factor orders
scheduled during the period that were
NOT shipped/delivered.”

Productivity of Engineering Staff
Terry Behrens (Intel) wrote: “Have you
ever had a news letter discussion or topic
on measuring engineering productivity and
optimal engineering staff size? I remember
in a previous job coming across a model
that had a staffing algorithm in it, but I
don’t think it was very sophisticated. Do
you know where I might find some infor-
mation on how to measure and model
engineering productivity and model staff
size? We would like to know about Best
Known Methods for labor measurement in
the engineering organization, including the
calculation method and variables used...”

FabTime Response: I don’t believe that
we’ve had any discussion in the newsletter
about engineering staffing/productivity.
My impression is that a model would be
fairly company-specific, depending on
what type of products you have, how often
you change them, etc... In any case, I am
raising this question in the newsletter, to
see if other subscribers have any thoughts
on engineering staffing models.

Wet Bench Capacity
An anonymous subscriber wrote: “We
would like to understand how the industry
configures Wet bench:

1. How much “excess” capacity is required
for Wet bench machines in order to
achieve smooth operation?
- Is it set to be 20% of the overall loading
or any other “well-known” number?
- It’s known that Photo is the planned
bottleneck tool for most fabs, since it’s the
highest cost per floor area & COO. But if
Wet capacity is equal/equivalent to Photo
capacity, then it will be a problem of

meeting the CT targets, right?

2. Is there a discount factor to wet bench
capacity to cater for time constraints?
- e.g. We have Wet bench that need to feed
to furnace within time window of 1 ~ 2
hrs, and the processing time of furnace is 5
~ 7 hrs. Thus if  we need to continuously
feed furnace (which happen to be a bottle-
neck tool) then we need to have more
hoods available. Is there any written
formula to work around the time con-
straint problem between Wet bench &
furnace?

FabTime Response: We don’t know
specifically how the industry configures
wet bench capacity. We have not heard of
a standard value for excess capacity on wet
bench tools, although we do agree that if
the capacity of the wet bench tools is the
same as the photo capacity, you might
have cycle time problems as a result. This
is particularly true because of  the second
part of your question, regarding the time
constraints for feeding the furnace. This
(time constraints) is actually a very com-
plex question. It’s addressed in a general
sense in the paper “Capacity Planning for
Semiconductor Wafer Fabrication with
Time Constraints between Operations”,
available for download from http://
www.fabtime.com/abs_TBS99.shtml. We
think that it should be possible to use
simulation and/or queueing models to
develop guidelines for specific cases, but
we have not spent time looking into this. If
any other subscribers have feedback on
wet bench capacity and/or planning
capacity in light of time constraints be-
tween wet bench and furnace, please let us
know.
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Introduction
For about a year now, FabTime has been
surveying people about the biggest cycle
time problems in their fabs. The top re-
sponse to date has been “equipment
downtime.” We discussed this in detail in
Volume 4, Number 4 earlier this year. The
next most frequent responses have been
bottleneck utilization and one-of-a-kind
(single path) tools. These have also been
discussed extensively in past newsletter
issues. We’ve stated that utilization is the
biggest driver of  cycle time, and that cross-
qualifying a recipe so that it can be done
on two tools instead of only one can
decrease cycle time by about 50%.

In this issue, we would like to talk about
the fourth-most common response: identi-
fying real-time cycle time problems (tools,
operations, etc.). This is a nuts-and-bolts
kind of topic that we’ve addressed only
indirectly in this newsletter so far. In this
issue, we propose metrics and methods for
identifying cycle time problems in the fab
on a short-term basis, so that they can be
addressed and improved.

In Volume 3, Number 6, we introduced
three cycle time management styles (the
Traffic Cop, the Shepherd, and the Relay
Coach). Not too long after that, we real-
ized that we had missed a fourth style - the
person who identifies gaps between
planned and actual cycle time, and makes
operational changes to fix cycle time
problems. We’ve since dubbed this person
the Mechanic. The Mechanic focuses on
nuts-and-bolts types of problems, and is a
primary candidate for metrics and methods
discussed in this article (though of course
many people in the fab work on short-term
problems, including shift managers and
module managers and all sorts of engi-
neers).

Metrics
The question is, which metrics should you
use if  you want to identify short-term cycle
time problems? The traditional cycle time
metric is shipped lot cycle time, possibly
displayed as a pareto of time spent in each
area, or each tool group. However, shipped
lot cycle time is a purely historic measure.
It tells you where the lots that shipped this
week spent their time over the past several
weeks. It doesn’t tell you where the cycle
time problems are now, today. In this
section, we review several metrics that are
appropriate for real-time cycle time man-
agement.

Instead of focusing on shipped lots,
FabTime recommends that you look at
operation-level cycle times for the current
day or shift, and pareto them by tool group
or operation. To calculate this, you take all
of the lot move-outs for a given operation
(or tool group) and measure both the queue
time and the process time for each indi-
vidual move-out. Then you average these
observations by day or by shift, and then
sort the results for all operations in de-
scending order of queue time. This tells
you which operations (or tool groups) are
incurring the most queue time right now.
An example is shown at the top of the next
page. Note that you’ll only be able to break
out queue time vs. process time if  you log
“start process” transactions in your fab.
Otherwise, you may only be able to report
overall operation-level cycle times. These
are still useful, but will probably be more
useful if you divide them by planned cycle
times. In any case, once you have an idea
of where actual cycle times are high
relative to process times (or planned cycle
times), you will have a first-pass list of
where to focus improvement efforts.

Another way to identify short-tem cycle
time problem tools or operations is to look

Identifying Real-Time Cycle Time Problems
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at the summed operation cycle time pareto.
The summed operation cycle time indicates
cycle time conditions based on current
operation-level cycle times and, for opera-
tions that have not been recently com-
pleted, planned cycle times. Operation-
level cycle times are estimated and then
summed to provide an overall cycle time
estimate, which you can pareto by area,
operation, tool-group, segment, etc. This is
a slightly higher-level, and more forward-
looking approach than simply looking at
actual operation-level cycle times. It says,
based on your current performance and
your planned performance, here’s what you
can expect your future cycle time to be, if
the current situation continues. If  this total
cycle time is not satisfactory, you can use
the pareto to pinpoint problem areas.

As an alternative, instead of focusing on
tools or operations, you can focus on the
inventory age of  the individual lots. Here
inventory age is defined as the time from
when the lot arrived at its current opera-
tion to now. Lots are flagged as being
inactive, or static, if their inventory age

exceeds some threshold, like 12 hours.
Inactive lots are usually reported by area
(module) at the start of every shift. An
example of an inactive list for a Photo area
is shown on the next page. We’ve seen fabs
reduce cycle time just by focusing on
inactive lots, and pushing those through as
quickly as possible. A focus on inactives
tends to drive a fab towards first-in-first-
out processing (since the oldest lots are
worked on first), which tends to lower
variability. Focusing on inactives is also
helpful for fabs that run a large number of
engineering lots, because it doesn’t allow
the more difficult engineering lots to be
hidden in the corner. They quickly show up
as inactive, and become a priority for
movement. The exact threshold to use for
defining lots as inactive will vary depend-
ing on the amount of  WIP in the fab. As a
fab decreases cycle time (and correspond-
ingly WIP) management will need to
reduce the inactive threshold accordingly.
We know of  one fab where lots are defined
as inactive if they sit for more than four
hours.
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A third approach, instead of focusing on
operation-level cycle times or on inventory
age, is to look at variability metrics. Where
variability is high, you can expect that
cycle times will be higher than they should
be. We recommend recording arrival
coefficient of variation by tool or opera-

tion, and sorting the results in descending
order by CV for the current day or shift, as
shown below. This will pinpoint operations
where high arrival variability is likely to
start driving up cycle time. Coefficent of
variation was described in Volume 4,
Number 1. It is calculated by taking the
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standard deviation of  a set of  values (e.g.
interarrival times) and dividing by the
average of  the values.

We also recommend measuring A20/A80
availability variability, as described in
Volume 4, Number 2 of  the newsletter.
A80 is the best availability reached within
80% of the periods in a set of periods
(shifts, days, weeks, etc.). So, for example,
if the availability is at least 75% for four
out of five days, and then is some lower
value on the fifth day, A80 for this set of
days will be 75%. A20 is the best availabil-
ity reached (or exceeded) in at least 20%
of the periods in a set. The difference
between A20 and A80 is a measure of how
variable the availability is between periods
(shifts, days, weeks, etc. - the calculations
would be performed the same way). An
example is shown below.

There are certainly other metrics that are,
and should be, used in the fab. Moves,
turns, scrap, on-time-delivery, etc. The
metrics described here are some that are
particularly applicable to identifying short-

term cycle time problems, by tool, opera-
tion, or lot. The benefit of identifying
short-term problems, of  course, is that if
they are identified quickly enough, then it
may be possible to actually do something
proactive to cause improvement, as de-
scribed below.

Methods
The Mechanic focuses on short-term, nuts
and bolts cycle time problems, and recom-
mends operational changes to drive cycle
time improvement. Some places where you
might suggest that the Mechanic focus are:

Tool Dedication - Generate reports
showing the number of tools that are really
used to perform each recipe/operation.
Look for operations that are only being
done on a single tool, regardless of qualifi-
cation matrices. Sometimes operator
preferences, in addition to tool qualifica-
tions, can lead to single path operations.
Eliminating single path operations will
almost certainly improve cycle time. See
Volume 1, Number 8 and Volume 3,
Number 3 for details.
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Staffing Decisions - For cycle time bottle-
neck tools (as identified above) measure
the percent of time that those tools spend
waiting for operators. Whenever operators
are shared across multiple tools, there will
be times when tools have WIP, but are idle
due to waiting for an operator. Reassigning
staff to eliminate this forced idle time can
move tools away from the steep part of the
operating curve, and significantly reduce
cycle time. See Volume 3, Number 9 and
Volume 4, Number 6 for details.

Batch Loading Rules - Look at opera-
tion-level cycle times by product for large
batch tools such as furnaces. See if  low
volume products are experiencing long
queue times. This can be an indication that
batch loading policies need to modified.
When the batch loading policy is to wait
for a full, or nearly full, batch, long queue
times can result, especially for low volume
products. See Volume 2, Number 1 and
Volume 3, Number 8 for details.

PM Scheduling - Generate reports show-
ing, for each tool, the length of time that

the tool has been in its current state. Filter
to only show tools that are down for
scheduled maintenance. An example is
shown below. Find the tools that have had
the longest continuous scheduled mainte-
nance time (1XStep#1 in the example),
and review maintenance schedules to see
if this could in the future be broken down
into shorter, more frequent maintenance
events. See Volume 4, Number 4 for
details. For unscheduled downtime, follow
a similar procedure, but then pareto the
downtime events by reason code, or by
shift, or by employee, to see if there are
patterns leading to the long downtimes
that might be corrected.

A Note on Data Collection
The above-described metrics are most
useful if calculated in something approach-
ing real time (every five or ten minutes).
While you can certainly get to them using
custom queries against your MES, we
recommend that you do something more
standardized. Everything described in this
issue (both the metrics and methods
sections) is available from standard charts
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in FabTime’s cycle time management
software. This standardization means that
Mechanics working on different shifts, or
even in different fabs, have access to the
same data, in the same format. This makes
the Mechanic’s information more bullet-
proof when he or she proposes changes to
others in the fab.

We have also found that if  a metric is
difficult for people to calculate or generate,
they won’t use it. It has to be calculated
automatically, and updated frequently, or it
will never be widely used. People in fabs
are too busy to spend lots of time manipu-
lating data. In our software, all of these
metrics come up as standard charts, which
the user can then filter to look at particular
subsets of data. This means that the
Mechanic can spend time solving prob-
lems, instead of spending time writing lots
of custom reports just to find the prob-
lems. Whatever system you use, we recom-
mend that at a minimum you automate the
generation of operation-level cycle times,
inactive lists, and variability metrics, and
that your system update them in real time.

Summary
In this issue, we have described several
metrics that we recommend for identifying
short-term cycle time problems in the fab.
These metrics include operation-level cycle
time, summed operation cycle time, inven-
tory age/inactive lots, arrival coefficient of
variation, and A20/A80 availability
variability. We have also touched on some
more detailed methods for using real-time
data to understand problems and improve
operational decisions. Specifically, we have
focused on tool dedication, staffing deci-
sions, batch loading policies, and mainte-
nance schedules. These are just a few of
the tools that your Mechanics (nuts-and-
bolts problem fixers) can use to improve
fab cycle times.

Closing Questions for FabTime Sub-
scribers
Do you have other metrics or methods that
you use to identify short-term cycle time
problems? If you send us your input, we
will include it in the subscriber discussion
forum in the next issue.

Further Reading
Here are a few references to articles that
describe real-world (not just simulated)
cycle time improvement projects. Most of
these papers are not available from
FabTime, but should be publicly available
from a paper distribution service such as
Infotrieve (www.infotrieve.com).

F. G. Boebel and O. Ruelle, “Cycle
Time Reduction Program at ACL,” Proceed-
ings of the 1996 IEEE/SEMI Advanced
Semiconductor Manufacturing Conference,
Cambridge, MA, 165-168, 1996.

J. Bonal, M. Fernadez, O. Maire-Richar,
S. Aparicio, R. Oliva, S. Garcia, B.
Gonzalez, L. Rodriguez, M. Rosendo, J.C.
Villacieros,  and J. Becerro, “A Statistical
Approach To Cycle Time Management,”
Proceedings of the 2001 Advanced Semiconduc-
tor Manufacturing Conference (ASMC 01),
Munich, Germany, 2001.

M. Hillis and J. K. Robinson, “Super-
Expediting in a 0.18 Micron Wafer Fab,”
Proceedings of the 2002 Modeling and Analysis
for Semiconductor Manufacturing Conference
(MASM 2002). Tempe, AZ, April 10-12,
2002. This paper is available for download
from http://www.fabtime.com/
abs_MASM02.shtml.

S. Johnishi, K. Ozawa and N. Satoh,
“Dynamic X-Factor Application for Opti-
mizing Lot Control for Agile Manufactur-
ing,” Proceedings of  the 2002 International
Symposium on Semiconductor Manufacturing
(ISSM2002), Tokyo, Japan, 2002.
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Delta Design (1)
Deutsche Bank (1)
Diamond Productivity Ltd. (1)
Digital Optics Corporation (2)
Dow Corning Corporation (1)
DuPont Photomasks (2)
Durham ATS Group (4)
Eastman Kodak Company (17)
Electroglas, Inc. - Statware Division (1)
e-METS Co, Ltd (1)
EM Microelectronic Company (1)
ENSIACET (1)
Enterprise Anytime, Inc. (1)
EPCOS Pte Ltd (1)
Ernst & Young (1)
eSilicon Corporation (1)
Eskay Corporation (1)
Extreme Devices, Inc. (1)
FabOptima GmbH (1)
FabTime (2)
Fairchild Imaging (1)
Fairchild Semiconductor (6)
FEI Company (1)
Finisar Corporation (1)
Florida Metro University (1)
Fort Wayne Wire Die (1)
Fraunhofer (3)
Front Line Performance (1)
Gebze Institute of  Technology (1)
Georgia Tech (4)
GestPro Ltda. (1)
Gintic Institute of  Mfg. Technology (1)
Global Integrated Ventures (1)
Goodrich (1)
Grote Industries (1)
HCL Technologies (1)
Headway Technologies (4)
Hewlett-Packard Company (9)
Hitachi Global Storage Technologies (2)
Hitachi Nippon Steel Semiconductor (9)
HL Electronics & Engineering (1)

Honeywell (4)
HPL Japan (1)
Huijun Company (HJTC) (1)
Hynix Semiconductor Mfg America Inc. (1)
i2 Technologies (1)
Ibiden Philippines (1)
IBM (13)
ICF Consulting (1)
ICG / Semiconductor FabTech (1)
IDC (5)
I-FAB (1)
IMEC (7)
INCAM America Inc. (1)
Indian Institute of Science (2)
Indian Sugar and General Eng. Corp. (1)
Infineon Technologies (41)
Infinite Graphics Inc. (1)
Infosim Networking Solutions (1)
INNOTECH Corporation (2)
INSEAD (1)
Institut National Polytech. de Grenoble (2)
Integrated Device Technology, Inc. (5)
Integrated Technologies Company (2)
Intel Corporation (62)
Intelligent Quality Systems (1)
International Rectifier (5)
Interpro Services (1)
Intersil (4)
Istanbul Bilgi University (1)
Istanbul Technical University (1)
i-Stat (1)
ITI Limited (1)
IZET Innovationszentrum Itzehoe (1)
Jacobs Consultancy (1)
James Nagel Associates (1)
Jazz Semiconductor (4)
JDS Uniphase (2)
K&S Flip Chip Division (1)
Kav Project (1)
Kaveri Corporation (1)
Ken Rich Associates (1)
Kepner-Tregoe (1)
Keybowl, Inc. (1)
KLA-Tencor (2)
Lexmark International, Inc. (1)
Linear Technology (1)
Litel Instruments (2)
London Business School (1)
LSI Logic (11)
M+W Zander (1)
M2M Group (1)
Macronix International Co. (5)
Managed Outsourcing, Inc. (2)
MASA Group (1)
Matsushita Semiconductor (1)
Maxim Integrated Products, Inc. (3)
Medtronic (16)
MEMS Optical (1)
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Merak (1)
Merck Sharp & Dohme (1)
Methode Electronics, Inc, (1)
Metrology Group, Inc. (1)
Metrology Perspectives Group (1)
MFS Technology (1)
Micrel Semiconductor (5)
Microchip Technology (9)
Micron Technology, Inc. (18)
Microscape Recruitment Ltd. (1)
MicroVision-Engineering GmbH (1)
Mid-Continent Engineering (1)
MIT Lincoln Laboratory (1)
MLI, Inc. (1)
MMC Technology (1)
Motherson Innovative Technologies & Research (1)
Motorola Corporation (55)
MTE Associates (1)
Nanometrics (1)
Nanya Technology Corporation (2)
Nanyang Technological University (4)
National Chengchi University Taiwan (1)
National Chiao Tung University (1)
National Institute of  Technology Calicut (1)
National Microelectronics Institute - UK (1)
National Semiconductor (19)
National Taiwan University (1)
National University of Singapore (2)
NEC Electronics (10)
NS Solutions Corporation (1)
Nortel Networks (5)
Norwalk Furniture (1)
Nova Measuring Instruments Ltd. (1)
Ohio State University (1)
Oklahoma State University (2)
Old Adirondack Furniture (1)
ON Semiconductor (15)
Onix Microsystems (1)
Optillion AB (1)
OPTUM-IES (3)
Palabora Mining Company (1)
Palmborg Associates, Inc. (2)
Penn State University (3)
Performance Consulting (1)
PerkinElmer (1)
Peter Parts Electronics (1)
Philips (48)
Piezo Technology Inc. (1)
Planar Systems (2)
PolarFab (3)
Powerex, Inc. (3)
PRI Automation (2)
Productivity Partners Ltd (1)
Professional Control Corp - PCC (1)
ProMOS Tech. (1)
Propsys Brightriver (1)
PSI Technologies, Inc. (1)
Quanta Display Inc. (2)

Ramsey Associates (1)
Raytheon (12)
Read-Rite Corporation (1)
Redicon Metal (1)
Renesas Technology (3)
Rexam (1)
Rockwell Automation (1)
RTRON Corporation (2)
SAE Magnetics (2)
Saint-Gobain Company (1)
SAMES (1)
Samsung (13)
Sandia National Labs (2)
San Diego State University (1)
SAP AG (1)
Sarcon Microsystems, Inc. (1)
Sarnoff Corporation (2)
SAS (3)
Seagate Technology (42)
SEMATECH (16)
Semiconductor Research Corp. (1)
SemiTorr NorthWest, Inc. (1)
Senzpak Pte Ltd. (1)
Serus Corporation (1)
Shanghai Belling Corp. (1)
Shanghai Grace Semiconductor Mfg. (2)
Shelton (1)
SiGen Corporation (1)
Silicon Integrated Systems Corp. (4)
Silicon Manufacturing Partners (5)
Silicon Sensing Products UK (1)
Silterra Malaysia Sdn. Bhd. (6)
SIM-BCD (1)
Singapore Inst. of  Manufacturing Technology
(SIMTech) (1)
Sipex Corporation (1)
Skyworks Solutions, Inc. (5)
SMIC (5)
Solectron (1)
Sony Semiconductor (14)
SoundView Technology (1)
Southern Wire Industries (1)
SSMC (11)
STMicroelectronics (44)
Stonelake Ltd. (1)
Storage Technology de Puerto Rico (1)
Sun Microsystems (2)
SUNY-Binghamton (1)
Superconductor Technologies, Inc. (1)
Süss MicroTec AG (1)
Synquest (1)
Syracuse University (1)
Systems Implementation Services (2)
Takvorian Consulting (1)
Tata Technologies (1)
TDK (4)
TECH Semiconductor Singapore (26)
Technical University of  Eindhoven (5)
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Technische Universitat Ilmenau (1)
TEFEN USA (1)
Teradyne (2)
Terosil, a.s. (1)
Texas A&M University (2)
Texas Instruments (32)
Tilburg University (1)
Tokyo Electron Deutschland (1)
Toppoly Optoelectronics (2)
Tower Semiconductor Ltd. (6)
Toyota CRDL (1)
Triniti Corporation (1)
TriQuint Semiconductor (8)
Tru-Si Technologies (1)
TRW (4)
TSMC (17)
TVS Motor Company (1)
UMC (7)
United Monolithic Semiconductors (2)
Unitopia Taiwan Corporation (1)
University College of Cape Breton (1)
University of Aizu - Japan (1)
University of Arkansas (1)
University of California - Berkeley (6)
University of Cincinnati (1)
University of Groningen - Netherlands (1)
University of Illinois (2)
University of Karlsruhe (1)
University of Notre Dame (1)
University of South Florida (1)
University of Southern California (2)
University of  Texas at Austin (2)
University of Ulsan - S. Korea (1)
University of Virginia (2)
University of  Wuerzburg - Germany (1)
Univ. Muhammadiyah Surakarta (1)
University Porto (1)
VIR, Incorporated (1)
Virginia Tech (8)
Vishay (1)
Voltas Limited (1)
Vuteq Corporation (1)
Wacker Siltronic (2)
WaferTech (17)
Win Semiconductor (1)
Winbond Electronics Corporation (1)
Wright Williams & Kelly (5)
Xerox Brazil (1)
X-FAB Texas, Inc. (3)
Yonsei University (1)

Zarlink Semiconductor (1)
Zetek PLC (1)
ZMC International Pte Ltd (2)
Unlisted Companies (21)

Consultants
V. A. Ames (Productivity System innovations)
Carrie Beam
Ron Billings (FABQ)
Steven Brown
Stuart Carr
Alison Cohen
Paul Czarnocki (ManuTech Engineering)
Daren Dance
Doreen Erickson
Scott Erjavic
Greg Fernandez
Ted Forsman
Navi Grewal
Cory Hanosh
Jani Jasadiredja
Norbie Lavigne
Bill Parr
Steve Perry (S. Perry Associates)
Peter Polgar (P Squared Enterprises)
Nagaraja Jagannadha Rao
Michael Ray
Lyle Rusanowski
Mark Spearman (Factory Physics, Inc.)
Dan Theodore
Craig Volonoski
Henry Watts (CAMDesigns)
Michael Zainer

Note: Inclusion in the subscriber profile for this
newsletter indicates an interest, on the part of
individual subscribers, in cycle time management. It
does not imply any endorsement of FabTime or its
products by any individual or his or her company. To
subscribe to the newsletter, send email to
newsletter@FabTime.com. Past issues of the
newsletter are available from FabTime’s Amazon
zShop, at www.amazon.com/shops/fabtime.
You can also subscribe online at www.FabTime.com.
To unsubscribe, send email to the address
newsletter@FabTime.com with “Unsubscribe” in the
subject. FabTime will not, under any circumstances,
give your email address or other contact information
to anyone outside of FabTime without your explicit
permission.
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