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Welcome to Volume 4, Number 4 of  the FabTime Cycle Time Management Newsletter.
As I looked at the date on this issue, I realized that it’s been exactly three years since we
sent out the first issue of  the newsletter. That issue was sent to 33 people. This issue goes
out to 1271 people (a 3800% increase). Thanks to all of you for subscribing, and for
passing along the newsletter to your colleagues!

In this issue, we are pleased to announce that Headway Technologies, our first customer,
has upgraded to Version 4.5 of  our software, and once again renewed their maintenance
contract. We look forward to working with Headway during the coming year. We are also
happy to announce the release of  Version 5.0 of  our cycle time management software,
with many useful new features. Both press releases are included below.

Subscriber discussion topics for this month include material handling system metrics and
cycle time reduction; the metric mean time to recover; and the cycle time effects of
integrated metrology in the lithography area. This month’s main article is about the cycle
time effect of equipment downtime. When we ask people what they believe is the most
significant contributor to cycle time in their fabs, the top response that we receive is
“equipment downtime.” In this article, we discuss the two primary mechanisms by which
downtime drives up cycle time (through utilization and variability), and we propose three
steps that fabs can take that may help to mitigate this effect. This is a topic on which we
would particularly appreciate your responses, because we believe that it is a promising
area for cycle time improvement for all types of  fabs.

Thanks for reading!—Jennifer
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Community News/Announcements
Headway Technologies Upgrades to
Version 4.5 of FabTime Software,
Renews Maintenance Contract
Menlo Park, CA. March 26, 2003 -
FabTime Inc. today announced that Head-
way Technologies has upgraded to Version
4.5 of  FabTime’s cycle time management
software, and also renewed its maintenance
contract for the next year. Headway, a
recording head wafer manufacturer located
in Milpitas, CA, was the first customer for
FabTime’s software.

Version 4.5 is a significant software up-
grade for Headway. The new functionality
includes advanced filtering, sorting, and
data slicing capabilities, and an enhanced
goal-setting interface. This version also
implements results caching, which signifi-
cantly increases chart speed.

“I particularly appreciate the speed im-
provements in the new version,” said Ed
Zawada, Headway’s Director of  Wafer
Manufacturing. “This helps me, and the
people who report to me, get to the data
that we need quickly and efficiently.”

“With every passing day, people here
appreciate the advantages of FabTime
more,” said Bill Gardner, Headway’s Senior
Director of  Manufacturing. “And we
certainly appreciate FabTime’s support in
responding to our suggestions for the
software.”

“Headway’s suggestions have helped us to
continuously improve the functionality and
usability of  the software,” said Jennifer
Robinson, chief operating officer of
FabTime. “We look forward to continuing
to work with Headway during the coming
year.”

More information about FabTime’s soft-
ware is available at www.FabTime.com.

About Headway Technologies
Headway Technologies designs and manu-
factures recording heads for high perfor-
mance hard disk drives. Headway is a part
of the TDK group of companies (NYSE:
TDK), the largest independent recording
head supplier to the hard disk drive indus-
try. Headway’s wafer fabrication facility is
located in Milpitas, California. The
company’s website is located at
www.Headway.com.

FabTime Releases Version 5.0 of
Wafer Fab Cycle Time Management
Software
Menlo Park, CA. April 8th, 2003 -
FabTime Inc. today announced the release
of  Version 5.0 of  their cycle time manage-
ment software for semiconductor wafer
fabs. Version 5.0 includes:

Enhanced tool state reporting, includ-
ing the ability to trend and pareto tool
state information by sub-state and/or
reason code, and to trend downtime
coefficient of variation.

A new tool WIP and State list chart
that shows a quick view of tool status
(time in current Semi E10 state) and WIP
in queue, to highlight tools that are idle,
but have WIP waiting.

Automatic generation of productive
and standby tool-state transactions from
WIP data, so that tool utilization can be
calculated for fabs with minimal tool event
logging.

The ability to trend and pareto perfor-
mance charts by line segment, e.g. pareto
moves and WIP by line segment, or trend
WIP turns for a particular segment of the
process flow.

Results caching, for improved chart
generation speed.

Enhanced international language
support.
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Material Handling System (MHS)
Metrics and Cycle Time Reduction
Jairo Montoya from STMicroelectronics
wrote: “I noted that the focus on cycle-
time reduction strategies is production-
related, in most of the cases presented in
your newsletter. Maybe the problem is not
in decreasing processing times, but waiting
times or transportation times. All the
techniques you analyzed are very interest-
ing and “pragmatic” (from an industrial
point of view). However, what about
working on transportation times? Can we
be sure that the only possible reduction on
cycle time must be done by acting on
production equipment? Very often, “trans-
portation” is considered as a non-value-
added activity, but without it, no value is
added... So, one of  the most important
problems in any production system is to
manage transportation systems in such a
way to optimize the global factory perfor-
mance.

In semiconductor manufacturing, fab
efficiency is governed by both throughput

and cycle time. Under stationary condi-
tions, there exists a relation between them,
and optimizing average throughput has a
positive effect on cycle time optimization,
and vice-versa. In that context, how to
measure the performance of  a (automated)
transportation system (AMHS)? When
manual pod transport was used in wafer
fabs, this problem was very difficult to
analyze, and improvement efforts were
focused on reducing processing times,
scheduling rules, order release policies, and
so on (all of them are “value-added”
activities).

We think that, for a given set of  scheduling
and production conditions, wafer cycle
time may be reduced by controlling the
performance of  the MHS. Thus, it is
necessary to use specific metrics to evalu-
ate its performance, such as manufacturing
cycle efficiency (MCE=(total setup and
running times)/(total setup, running,
waiting and transport times)), or value
added efficiency (VAE=total running
time/(total setup, running, waiting and
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Subscriber Discussion Forum

FabTime is designed to give wafer fab
managers and their staff  the information
that they need, in real-time, to run their
fabs effectively. FabTime extracts opera-
tional data from the fab manufacturing
execution system (MES) every five min-
utes, and processes this data into a SQL
Server data warehouse. Users can then
access a comprehensive system of cycle
time-related charts and alerts via a web

browser from anywhere within the corpo-
rate Intranet. More information about
FabTime’s software is available at
www.fabtime.com/software.htm.

FabTime welcomes the opportunity to
publish community news and announce-
ments. Simply send them to Jennifer.-
Robinson@FabTime.com.
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transport times)). Once the performance
of the MHS is optimized, or at least well-
controlled, the next step may be to act on
the so-called “value-added” activities. In
this phase, scheduling rules and order
release policies have to be included in the
analysis so as to get an actual optimized
fab. When using a manual system, this task
seems to be very difficult, and it is. How-
ever, with the advent of the 300mm wafer
generation, automation is pivotal and data
will be more available to evaluate those
performances.”

Mean Time to Recover (MTTRecover)
Chris Keith (Intel) wrote to ask for addi-
tional details regarding comments in
Volume 4, Number 2 from an anonymous
subscriber. That subscriber had written: “It
was our conclusion that nearing full load-
ing, the most important measurable param-
eter to control at the bottlenecks was the
standard deviation of the MTTRecover
(Recover meaning any event that stops the
processing of production material when
material is available: qual, test, PM, down,
no op, etc.). “Managing” the variability of
the MTTRecover at bottleneck tools has
been the single most effective tool I have
found for managing, predicting, and reduc-
ing cycle times in a fully loaded fab in my
18 years in the industry.”

Chris asked for more details around this
metric (MTTRecover) and its use. His
questions, followed by the responses from
the original subscriber, are included below.

1. Std Dev of MTTRecovery and its
importance relative to reducing the mean,
or average, of MTTRecover

--> Our fab is 100% Asyst SMIF/smart
tag processing, including all standard
monitors. Therefore, we know to the
second when the tool is processing or not,
and what it is processing. Additionally, the
MES system will auto-log the tool for SPC

out of control, abort, etc., most also will
not process if PM is due (by wafer count,
thickness, or time, etc.) Our MES system
collects the proper data to be able to
calculate standard deviation of any event
sequence we want. Short cycle time is
enables when MTBF is high, and standard
deviation of  MTTR is low. That means
that the recovery time is predictable.
Predictable MTTR allows proper schedul-
ing of wip (standard, hot, and superhot
lots) and PMs to be able to maximize the
throughput of the tool. High MTTR is a
signal of an unstable toolset which needs
investigation to understand where is the
problem: unplanned downtime, inconsis-
tent PM times, defect notices, etc. which
can be worked on to eliminate the variabil-
ity of  the toolset’s performance.

2. Is this a real-time metric that is moni-
tored regularly each day or shift or is it
more of  a general rule of  thumb used to
guide continuous improvement efforts and
make decisions at the bottleneck, or both?

--> each day or shift is too short to get
relevant statistics. Generally this is
tracked/reported and impacted with other
tool indices monthly. See above for addi-
tional comments related to this question.

3. Additional details around which events
qualify as “recover” and need to be in-
cluded in the calculation for std dev of
MTTRecover? Does that include running
engineering wafers? How about running
smaller batches of material such as rework
wafers or new products?

--> good question...any event that causes
the stopping of  salable product to be run
through the tool (especially a bottleneck
tool) must be managed. In our system
engineering tests would be a “recover”, but
losing efficiency due to running an engi-
neering split on production wafers or
rework material (that would cause some
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kind of  interrupt to the normal flow)
wouldn’t be directly noticed as a “recover”
event, other than there would be a loss of
efficiency on that tool for that day vs. its
standard productivity.

Cycle Time Effects of Integrated Me-
trology in the Lithography Area
Hovav Gilan of  Nova Measuring Instru-
ments sent us a presentation that he
delivered at the recent AEC/APC Confer-
ence (advanced equipment control /
advanced process control) in Grenoble
France. He used FabTime’s Bottom Line
Benefits calculator (available from http://
www.fabtime.com/bottomline.shtml) to
quantify the benefits that integrated
metrology can give customers, coming up
with an estimated $33M annual savings
through a 10% cycle time reduction due to

integrated metrology. The following factors
were identified as contributors to this cycle
time reduction:

Metrology time is contained within
Litho process time

AMHS/Operator handling times are
eliminated

Queues before metrology are elimi-
nated

Cycle Time variability is reduced
AMHS/Operators & Stockers are less

busy and can better serve rest of  Fab
Gating capacity loss is eliminated

(when Litho cell waits for results of send-
ahead wafer)

You can request a PDF copy of  this
presentation from
Jennifer.Robinson@FabTime.com.

Introduction
For the past several months, we have been
asking people about the issues in their fabs
that contribute to cycle time problems. By
far the most frequent response that we
have received is “equipment downtime”
(or “availability”, or “bottleneck down-
time”, or “repair time variability” - all
variations of equipment downtime).
Therefore, we’ve decided to use this issue
of the newsletter to discuss equipment
downtime in more detail. Downtime
contributes to cycle time in two primary
ways: through driving up equipment
utilization and through increasing variabil-
ity. In this article, we briefly illustrate the
two ways in which downtime drives up
cycle time, and then we discuss proactive

management of equipment downtime, to
mitigate cycle time effects. We close with a
request for your suggestions.

Example: Downtime and Utilization
Both scheduled and unscheduled down-
time reduce the time available for produc-
tion. This drives up equipment utilization
by reducing standby time, where we use
FabTime’s definition:

utilization = productive time / (productive
time + standby time).

Increasing utilization increases cycle time,
sometimes dramatically. Cycle time is
proportional to 1 / (1 - utilization). As
utilization gets close to 100%, cycle time

Cycle Time Effects of Equipment Downtime
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becomes very large. In a simple example,
suppose that we have a tool that is busy
processing WIP for 126 hours a week, on
average, out of  a total 168 hours. If  this
tool had no downtime, so that the remain-
ing 42 hours a week are standby time, then
the utilization would be equal to 126 / 168
= 75%. Using FabTime’s operating curve
generator (a free version is available from
http://www.fabtime.com/
charcurve.shtml), and assuming moderate
variability in process times and times
between arrivals, we estimate that the
cycle time for this tool will be approxi-
mately 4X, or four times the theoretical
processing time.

Now suppose that the same tool in fact has
16.8 hours a week of scheduled downtime
(10%). If we still spend 126 hours a week
processing, then the standby time remain-
ing will be 42 - 16.8 = 25.2 hours, and the
utilization will be equal to 126 / (126 +
25.2) = 83.33%. Even assuming minimal
variability in this scheduled downtime
(constant repair times, very short mainte-
nance events), the operating curve genera-
tor still estimates that the average cycle
time for this tool will be 6X, or six times
the theoretical process time. In this ex-
ample, then, a 10% scheduled downtime
led to a 50% increase in cycle time (from
4X to 6X), due primarily to the decrease in
standby time on the tool.

Standby time keeps down cycle times, by
giving the equipment a chance to recover
from variability in arrival and process
times. Downtime, even scheduled down-
time, cuts into this standby time, and
drives up cycle time. In the long term, fabs
include expected downtime in capacity
planning models, and mitigate the effect of
the downtime by adding extra capacity. In
the short-term, daily or weekly downtime
percentages can vary (e.g. the week that
you do the annual PM on a tool), leading
to cycle time spikes.

Example: Downtime and Variability
The other cycle time hit from downtime
comes from variability. Downtime signifi-
cantly increases variability in the fab. If  we
only had to deal with scheduled mainte-
nance events, occurring at predictable
intervals, the situation would be much
more manageable. Instead, unscheduled
downtime events occur randomly, and the
recovery time can be highly variable. This
variability makes cycle time worse, espe-
cially for one-of-a-kind tools.

Using our operating curve generator, we
can look at the effect of two different
measures of  downtime variability. The first
is coefficient of variation of repair time.
Consider a simple example of a tool that is
down 20% of the time, with a mean time
between failures equal to 24 hours, an
average process time equal to one hour,
and coefficient of variation of process
times and interarrival times both equal to
1.0 (moderate variability). Now let’s vary
the coefficient of variation of the repair
time. We’ll look at three levels, zero
(constant repair times), 1, and 2. The
resulting table shows the average cycle
time X-factor predicted by the operating
curve generator at 80% utilization.

CVRepair = 0 X-factor = 8.17
CVRepair = 1 X-factor = 10.09
CVRepair = 2 X-factor = 15.85

So, about a 25% increase in cycle time
from constant to moderately variable repair
time, and nearly a 100% increase from
constant to more highly variable repair
time. We believe that values from 1 to 2
are representative of what occurs in actual
fabs, at least for unscheduled downtimes.

The other measure of downtime variability
lies in the time between downtime events.
Shorter, more frequent downtimes cause
less of a cycle time impact than longer,
less frequent downtimes, if the total time
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down is the same. Taking the middle
scenario from above, with CV of the repair
time equal to 1.0, let’s this time vary the
mean time between failures to look at
three different cases: 8 hours, 24 hours,
and 72 hours. What we’re saying here is
that the tool is down 20% of the time in
all three cases. In the first case, it goes
down on average every eight hours, for
about 1.6 hours (1.6/8 = 20%). In the
second case, it goes down once a day, for
4.8 hours, on average. In the third case, it
goes down every three days, for 14.4 hours.
This 14.4 hour repair time, in particular,
allows WIP to build up, and increases cycle
time. The resulting table shows the average
cycle time X-factor predicted by the
operating curve generator at 80% utiliza-
tion:

MTBF =  8 X-factor = 7.53
MTBF = 24 X-factor = 10.09
MTBF = 72 X-factor = 17.7

So, about a 33% increase in cycle time
when we go from having an average repair
time of 1.6 hours to having an average
repair time of 4.8 hours, than about a 75%
additional increase as we go up to a 14.4
hour repair time.

Of course there are reasons to try to
increase the time between equipment
failures (for cost and yield reasons, for
example, or because of setups). This
example simply makes the point that
longer downtime events have a more
negative effect on cycle time than shorter
downtimes, because of the WIP pile that
can build up during the long downtimes.
This effect is less pronounced for tool
groups with more than one tool, but can
still be observed.

Proactive Management of Equipment
Downtime
The above examples illustrate, using
numbers, what people who work in fabs

already know from painful experience.
Downtime increases cycle time. In this
section, we’ll discuss some possible
mechanisms for mitigating the effect of
downtime on cycle time. We think that the
first step lies in obtaining sufficiently
detailed, real-time information, so that
managers can easily answer question such
as:

Which critical tools are spending too
much time in unscheduled downtime?

What failure codes are showing up for
scheduled and unscheduled downtime
events at critical tools?

Which shifts are experiencing more
unscheduled downtime? More scheduled
downtime?

Are our downtime improvement
programs succeeding in reducing the
coefficient of variation of repair times?

Where do we see particularly long
repair times? Do these tools have corre-
spondingly high operation-level cycle
times?

In our FabTime software, we’ve been
adding more detailed downtime reports at
the direct request of our customers, so that
they can answer these questions. Specifi-
cally, we’ve focused on the downtime-
related metrics that drive cycle time, such
as the repair time coefficient of variation.
Here are some of the downtime-related
enhancements we’ve recently completed:

The ability to trend and pareto tool
repair time coefficient of variation for
scheduled and unscheduled downtime for
any specified grouping of individual tools
(e.g. for a single tool, for all the tools in a
tool group, for all the tools in an area, or
for some other user-specified combina-
tion). Mean time between failures and
mean time to repair are also reported.

The ability to trend and pareto tool
state information by failure code, e.g.
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pareto time lost and number of occurrences
of unscheduled downtime by failure code.

The ability to trend and pareto tool
E10 states and also sub-states (e.g. trend-
ing time lost due to a particular type of
unscheduled downtime, or pareto sched-
uled downtime by type of  PM performed).

The ability to see a quick view of tool
status (time in current E10 state) and WIP
in queue for a list of  tools, e.g. quickly
identify WIP that is queued for qualified
tools that are idle.

We believe that information of  this type
will enable more effective tool improve-
ment projects, with particular focus on the
utilization and variability-related aspects
of downtime. And in turn, these projects
will improve cycle times.

A second possible step in managing down-
times lies in scheduling maintenance
events to minimize the likelihood of
having large WIP bubbles build up during
the maintenance. Naturally there are other
factors that also drive maintenance sched-
ules. But for cycle time, breaking up
maintenance events at a tool and doing
them separately, instead of  grouping them
all together for a longer downtime, can be
beneficial.

A third step in mitigating the impact of
equipment downtime lies in reducing the
number of  one-of-a-kind tools in the fab.
Downtime variability is particularly detri-
mental to single path tools, and the fewer
single path tools you have, the more robust
your fab will be in recovering from equip-
ment downtime. See Issue 3.3 for a more
detailed discussion of the impact of single
path tools on cycle time.

Summary
When we ask people what factors contrib-
ute to cycle time in their fabs, the number

one response that we get is “downtime”.
Certainly equipment downtime is a fact of
life in wafer fabs. What we’ve done in this
article is review the reasons why downtime
has such a significant influence on cycle
time (utilization and variability). We’ve
also proposed three steps for mitigating the
effect of downtime on cycle time: increas-
ing reporting of the downtime-related
metrics that drive cycle time (such as
repair time coefficient of variation),
reviewing maintenance schedules to
eliminate the longest periods of unavail-
ability, and reducing single-path operations.
We would be very interested to hear how
you, our subscribers, reduce the impact of
downtime on cycle times in your fabs.

Closing Questions for FabTime Sub-
scribers
How do you mitigate the effect of down-
time on cycle time in your fab? Do you
think that downtime is the biggest con-
tributor to cycle time in your fab, or is
there some other issue that has a larger
impact?

Further Reading
K.-T. Chang, O. Yu, H.W. Chang, Z. Su,
and K.-s. Huang, “Automatic Commanding
System for Periodic Shut Down & Recov-
ery Plan - Using Real Time Dispatcher to
Execute Annual Prevention Maintenance,”
Proceedings of the 2002 International
Symposium on Semiconductor Manufac-
turing (ISSM2002), Tokyo, Japan, 2002.
This paper deals with minimizing the
negative effect of an entire fab being down
for annual maintenance.

If you have a paper on managing equip-
ment downtime in a wafer fab, we would
be interested to hear about it, and would
be happy to bring it to the attention of our
other newsletter subscribers. Send ab-
stracts, or papers, to
Jennifer.Robinson@FabTime.com.
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Total Subscribers: 1271
1st Silicon (3)
3M Company (4)
ABB (5)
Abbie Gregg Inc. (6)
Adams Associates (1)
Adexa Corporation (1)
Advanced Micro Devices (34)
Advanced Sound Products (1)
Affymetrix (1)
Agere Systems (9)
Agilent Technologies (10)
Aisin Indonesia (1)
Allegro Microsystems (3)
Alpha-Sang (1)
AltF5 Software LLC (2)
ALTIS Semiconductor (2)
AMCC (1)
AMI Semiconductor (2)
Amkor (5)
AMR Research (1)
Anadigics (2)
Analog Devices (7)
Anam Semiconductor (1)
Andes University (1)
Angstrem Ltd. (1)
Applied Materials Corporation (13)
Aralight Corporation (2)
Arch Wireless (1)
Argi Institute of Manufacturing (1)
Arizona State University (11)
Arkansas Tech University (1)
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Asia Management Group (1)
Asia Pacific Microsystems (1)
Asia Pulp & Paper Corp. (1)
ASM International NV (1)
ASML (5)
Asyst Connectivity Tech, Inc. (1)
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AU Optronics Corporation (1)
Australian National University (1)
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Bond University (1)
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C&D Aerospace (1)
Cabot Microelectronics Ltd. (1)
California Micro Devices (2)
California Polytechnic State University (2)
Canon USA (1)
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Celerity (1)
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Centurion Wireless (1)
Chartered Semiconductor Mfg (26)
CIMETECH International Inc. (1)
Clarion Manufacturing Corp Philippines (1)
CMC Electronics (1)
CNRI (1)
Coca-Cola (1)
Cognos (1)
Colliers International (1)
Communicant (1)
Compugraphics International Ltd. (1)
Continental Device India Ltd. (2)
Cornell University (1)
Corning (2)
C-Port Corporation (1)
Cree, Inc. (1)
Cronos Integrated Microsystems  (1)
CSMC-HJ Co., Ltd. (1)
CTS Corporation (1)
Cummins Inc. (2)
Cyberfab (1)
Cypress Semiconductor (4)
Dallas Semiconductor (3)
DALSA Semiconductor (2)
Dartmouth College (1)
DeHart Consulting, Inc. (1)
Delphi Delco Electronics Systems (2)
Delta Design (1)
Deutsche Bank (1)
Diamond Productivity Ltd. (1)
Digital Optics Corporation (2)
Dow Corning Corporation (1)
DuPont Photomasks (1)
Durham ATS Group (4)
E20 Communications (1)
Eastman Kodak Company (17)
Electroglas, Inc. - Statware Division (2)
e-METS Co, Ltd (1)
EM Microelectronic Company (1)
ENSIACET (1)
Enterprise Anytime, Inc. (1)
EPCOS Pte Ltd (1)
EPFL Switzerland (1)
Ernst & Young (1)
eSilicon Corporation (1)
Eskay Corporation (1)
Extreme Devices, Inc. (1)
FabOptima GmbH (1)
FabTime (2)
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Florida Metro University (1)
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Gebze Institute of  Technology (1)
Georgia Tech (3)
GestPro Ltda. (1)
Gintic Institute of  Mfg. Technology (1)
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Goodrich (1)
HCL Technologies (1)
Headway Technologies (4)
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Hitachi, Ltd. (1)
Hitachi Global Storage Technologies (2)
Hitachi Nippon Steel Semiconductor (8)
HL Electronics & Engineering (1)
Honeywell (3)
HPL Japan (1)
Huijun Company (HJTC) (1)
Hynix Semiconductor Mfg America Inc. (1)
i2 Technologies (1)
Ibiden Philippines (1)
IBM (11)
ICF Consulting (1)
ICG / Semiconductor FabTech (2)
IDC (6)
I-FAB (1)
IMEC (6)
IMPAQ Electronics - Northeast (1)
Indian Institute of Science (2)
Indian Sugar and General Eng. Corp. (1)
Infineon Technologies (39)
Infinite Graphics Inc. (1)
Infosim Networking Solutions (1)
INNOTECH Corporation (2)
INSEAD (2)
Institut National Polytech. de Grenoble (2)
Integrated Device Technology, Inc. (6)
Integrated Technologies Company (2)
Intel Corporation (59)
Intelligent Quality Systems (1)
International Rectifier / HEXAM (5)
Interpro Services (1)
Intersil (4)
Istanbul Technical University (1)
i-Stat (2)
ITI Limited (1)
IZET Innovationszentrum Itzehoe (1)
Jacobs Consultancy (1)
James Nagel Associates (1)
Jazz Semiconductor (3)
JDS Uniphase (2)
K&S Flip Chip Division (1)

Kav Project (1)
Kaveri Corporation (1)
Ken Rich Associates (1)
Kepner-Tregoe (1)
Keybowl, Inc. (1)
KLA-Tencor (2)
Kymata - Alcatel (1)
Laboratoire d'Automatique de Grenoble (1)
Lexmark International, Inc. (1)
Linear Technology (1)
Litel Instruments (2)
London Business School (1)
LSI Logic (11)
M+W Zander (1)
M2M Group (1)
Macronix International Co. (6)
Managed Outsourcing, Inc. (2)
MASA Group (1)
Matsushita Semiconductor (1)
Maxim Integrated Products, Inc. (3)
Medtronic (16)
MEMS Optical (2)
Merak (1)
Merck Sharp & Dohme (1)
Methode Electronics, Inc, (1)
Metrology Group, Inc. (1)
Metrology Perspectives Group (1)
MFS Technology (1)
Micrel Semiconductor (6)
Microchip Technology (9)
Micron Technology, Inc. (15)
Microscape Recruitment Ltd. (1)
MicroVision-Engineering GmbH (1)
Mid-Continent Engineering (1)
Mitsubishi Semiconductor Europe (2)
MLI, Inc. (1)
MMC Technology (1)
Motorola Corporation (57)
MTE Associates (1)
Nanometrics (1)
Nanya Technology Corporation (2)
Nanyang Technological University (3)
National Chengchi University Taiwan (1)
National Chiao Tung University (1)
National Microelectronics Institute - UK (1)
National Semiconductor (19)
National Taiwan University (1)
National University of Singapore (2)
NEC Electronics (11)
NS Solutions Corporation (1)
Nortel Networks (6)
Norwalk Furniture (1)
Nova Measuring Instruments Ltd. (1)
Ohio State University (1)
Oklahoma State University (2)
Old Adirondack Furniture (1)
ON Semiconductor (9)
Onix Microsystems (1)
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Optillion AB (1)
OPTUM-IES (2)
Palabora Mining Company (1)
Palmborg Associates, Inc. (2)
Penn State University (3)
Performance Consulting (1)
PerkinElmer (2)
Peter Wolters CMP Systeme (1)
Philips (47)
Piezo Technology Inc. (1)
Planar Systems (2)
PolarFab (3)
Powerex, Inc. (3)
PRI Automation (2)
Productivity Partners Ltd (1)
Professional Control Corp - PCC (1)
ProMOS Tech. (1)
Propsys Brightriver (1)
PSI Technologies, Inc. (1)
Quanta Display Inc. (2)
Ramsey Associates (1)
Raytheon (12)
Read-Rite Corporation (1)
Redicon Metal (1)
Rexam (1)
Rockwell Automation (1)
RTRON Corporation (2)
SAE Magnetics (2)
Saint-Gobain Company (1)
SAMES (1)
Samsung (13)
Sandia National Labs (2)
San Diego State University (1)
SAP AG (1)
Sarcon Microsystems, Inc. (1)
Sarnoff Corporation (2)
SAS (3)
Seagate Technology (40)
SEMATECH (16)
Semiconductor Research Corp. (1)
SemiTorr NorthWest, Inc. (1)
Senzpak Pte Ltd. (1)
Serus Corporation (1)
Shanghai Grace Semiconductor Mfg. (2)
SiGen Corporation (1)
Silicon Integrated Systems Corp. (3)
Silicon Manufacturing Partners (4)
Silicon Sensing Products UK (2)
Silterra Malaysia Sdn. Bhd. (5)
SIM-BCD (1)
Singapore Inst. of  Manufacturing Technology
(SIMTech) (1)
Sipex Corporation (1)
Skyworks Solutions, Inc. (4)
SMIC (4)
Solectron (1)
Sony Semiconductor (14)
SoundView Technology (2)

Southern Wire Industries (1)
SSMC (11)
STMicroelectronics (45)
Stonelake Ltd. (1)
Storage Technology de Puerto Rico (1)
Sun Microsystems (2)
SUNY-Binghamton (1)
Superconductor Technologies, Inc. (1)
Süss MicroTec AG (1)
Synquest (2)
Syracuse University (1)
Systems Implementation Services (2)
Takvorian Consulting (1)
Tata Technologies (1)
TDK (4)
TECH Semiconductor Singapore (22)
Technical University of  Eindhoven (5)
Technische Universitat Ilmenau (1)
TEFEN USA (1)
Teradyne (1)
Terosil, a.s. (1)
Texas A&M University (2)
Texas Instruments (32)
Tilburg University (1)
Tokyo Electron Deutschland (1)
Toppoly Optoelectronics (1)
Tower Semiconductor Ltd. (3)
Toyota CRDL (1)
Triniti Corporation (1)
TriQuint Semiconductor (8)
Tru-Si Technologies (1)
TRW (4)
TSMC (11)
TVS Motor Company (1)
UMC (6)
United Monolithic Semiconductors (2)
Unitopia Taiwan Corporation (1)
University College of Cape Breton (1)
University of Aizu - Japan (1)
University of Arkansas (1)
University of California - Berkeley (6)
University of Cincinnati (1)
University of Groningen - Netherlands (1)
University of Illinois (2)
University of Karlsruhe (1)
University of Notre Dame (1)
University of Southern California (2)
University of  Texas at Austin (2)
University of Ulsan - S. Korea (1)
University of Virginia (2)
University of  Wuerzburg - Germany (1)
Univ. Muhammadiyah Surakarta (1)
University Porto (1)
VIR, Incorporated (1)
Virginia Tech (9)
Vishay (1)
Voltas Limited (1)
Vuteq Corporation (1)
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Wacker Siltronic (2)
WaferTech (16)
Win Semiconductor (1)
Winbond Electronics Corporation (1)
Wright Williams & Kelly (5)
Xerox Brazil (1)
X-FAB Texas, Inc. (3)
Yonsei University (1)
Zarlink Semiconductor (1)
Zetek PLC (1)
ZMC International Pte Ltd (2)
Unlisted Companies (19)

Consultants
V. A. Ames (Productivity System innovations)
Carrie Beam
Ron Billings (FABQ)
Steven Brown
Stuart Carr
Alison Cohen
Paul Czarnocki (ManuTech Engineering)
Daren Dance
Doreen Erickson
Scott Erjavic
Greg Fernandez
Ted Forsman
Navi Grewal
Cory Hanosh
Jani Jasadiredja

Norbie Lavigne
Bill Parr
Steve Perry (S. Perry Associates)
Peter Polgar (P Squared Enterprises)
Nagaraja Jagannadha Rao
Michael Ray
Lyle Rusanowski
Mark Spearman (Factory Physics, Inc.)
Dan Theodore
Craig Volonoski
Henry Watts (CAMDesigns)
Michael Zainer

Note: Inclusion in the subscriber profile for this
newsletter indicates an interest, on the part of
individual subscribers, in cycle time management. It
does not imply any endorsement of FabTime or its
products by any individual or his or her company. To
subscribe to the newsletter, send email to
newsletter@FabTime.com. Past issues of the
newsletter are available from FabTime’s Amazon
zShop, at www.amazon.com/shops/fabtime.
You can also subscribe online at www.FabTime.com.
To unsubscribe, send email to the address
newsletter@FabTime.com with “Unsubscribe” in the
subject. FabTime will not, under any circumstances,
give your email address or other contact information
to anyone outside of FabTime without your explicit
permission.
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